Dear Mr. Jim Dempsey,
I have found that after porting our code KATRIN to Linux all (more than 20) test hybrid MPI/OpenMP jobs were solved without any reduction problem if the option
ulimit -s unlimited
is added in .bash_profile to increase memory for the master thread, and the stack size for created threads is increased to 25 Mb by

CALL KMP_SET_STACKSIZE(26214400)
The code was compiled under Red Hat 7.2 64-bit Linux, installed on Intel i7-4960X based (6 cores, 12 threads) PC, by Intel(R) Visual Fortran Intel(R) 64 Compiler for applications running on Intel(R) 64, Version 2017.0.098. Intel(R) MPI Library 2017.0.098 for Linux was used.
Andrei Voloshchenko
