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@ Analysis Target Analy e |E Collection Log | [HISVIRINERT |+ Bottom-up| +% Caller/Callee ||+ Top-down Tree|| B Tasks and Frames

@ Elapsed Time: 26.830s

Total Thread Count: 54

Overhead Time: 58.618s
A significant portion of CPU time is spent in synchronization or threading overhead. Consider increasing task granularity or the scope of data
synchronization.

Spin Time: 21.956s
A significant portion of CPU time is spent waiting. Use this metric to discover which synchronizations are spinning. Consider adjusting spin wait
parameters, changing the lock implementation (for example, by backing off then descheduling), or adjusting the synchronization granularity.

CPU Time: 208.470s
Paused Time: Os

Top Hotspots

This section lists the most active functions in your application. Optimizing these hotspot functions typically results in improving overall application
performance.

Function CPU Time

Alg_SW _Filter:Set_Image_p 95.282s
[OpenMP dispatcher] 52.237s
[TBB worker] 9.078s
cvicomputeDisparitySGBM 6.444s
tbbrinterfacef:internal:partition_type_base <class tbb:interfaceb:internal::auto_partition_type »:execute<class tbb:interfaceb:inter... 5.550s

Thread Concurrency Histogram

This histogram represents a breakdown of the Elapsed Time. It visualizes the percentage of the wall time the specific number of threads were running
simultaneously. Threads are considered running if they are either actually running on & CPU or are in the runnable state in the OS scheduler.
Essentially, Thread Concurrency is a measurement of the number of threads that were not waiting. Thread Concurrency may be higher than CPU usage

if threads are in the runnable state and not consuming CPU time.
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@® CPU Usage Histogram

This histogram represents a breakdown of the Elapsed Time. It visualizes what percentage of the wall time the specific number of CPUs were running
simultaneously. CPU Usage may be higher than the thread concurrency if a thread is executing code on a CPU while it is logically waiting.
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Grouping: [Function / Call Stack

* [B Bl
CPU Time by Utilization + Bl overhead a... ™ Wait Time by Utilization i

Midie @roor Ok Mideal @Over  Overh-. Spin .. Midie @ Poor ok Wideal [l Over
= Alg_SW_Filter:Set_Image_p 95.282s Os 0s
=~ tbbuinterfacebiinternal:partition_type_base<cla 95.2825- 0Os Os
~ resizeMapAndBlur«< execute < parallel_invok 38.?565. 0s Os
* resizeMapAndBlur< execute < parallel_invok: 37.6455. Os Os
= [TBB parallel_for on class filter_pts_functor] 18.8815. Os Os
= resizeMapAndBlur< execute « parallel_in 9.5395' 0s Os

Function / Call Stack

-

* resizeMapAndBlur+ execute « parallel_in 9.3425' Os Os

= [OpenMP dispatcher] 52.2375[- 50.980s 1.257s 3.525s

= [OpenMP fork] < CAlg_CombinfFilter:Filter< Dep 52.2275[. 50.970s 1.257s 3.525s

- [No call stack information] 0.011s 0.011s Os
[TBB worker] 9.078s| 0.109s 8970s 86475 |/
cvicomputeDisparitySGBM 6.444s 0Os Os
# tbbrinterfacebuinternal:partition_type_base <class tbb 5.5595' 5.555s 0.004s
[TBB Dispatch Loop] 5.166s 17525 3414s
[OpenMP worker] 40195 0.000s 4.019s 397.923s (|| I
[OpenMP fork] 2.890s 0.023s 2.867s 18145'

Selected 1 row(s): 95.282s Os. Os.
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